Poleward eddy heat flux anomalies associated with recent Arctic sea-ice loss
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Key Points

- Recent Arctic sea-ice loss results in increased poleward eddy heat fluxes at 100 hPa over the central and eastern Eurasian regions
- Anomalous meridional wind and temperature fields coupled with climatological wave structure leads to the increased eddy heat fluxes
- These anomalies are dynamically linked through the propagation of stationary Rossby waves from the Barents–Kara sea-ice reduction
Abstract

Details of the characteristics of upward planetary wave propagation associated with Arctic sea-ice loss under present climate conditions are examined using reanalysis data and simulation results. Recent Arctic sea-ice loss results in increased stratospheric poleward eddy heat fluxes in the eastern and central Eurasia regions and enhanced upward propagation of planetary-scale waves in the stratosphere. A linear decomposition scheme reveals that this modulation of the planetary waves arises from coupling of the climatological planetary wave field with temperature anomalies for the eastern Eurasia region and with meridional wind anomalies for the central Eurasia region. Propagation of stationary Rossby wave packets results in a dynamic link between these temperature and meridional wind anomalies with sea-ice loss over the Barents–Kara Sea. The results provide strong evidence that recent Arctic sea-ice loss significantly modulates atmospheric circulation in winter to modify poleward eddy heat fluxes so as to drive stratosphere–troposphere coupling processes.
1. Introduction

Strongly motivated by the potential for improved predictability, possible relationships between rapid Arctic changes and extreme weather events in midlatitudes have been actively studied [Kidston et al., 2015; Kug et al., 2015]. Earlier work focused on regional aspects of the Arctic–midlatitudes climate linkages such as the relationship between summer-to-fall sea-ice anomalies in the Barents–Kara Sea and surface winter temperature anomalies in Siberia and eastern Asia [Honda et al., 2009; Orsolini et al., 2012]. Other studies have addressed the relationships between Arctic sea-ice reduction with the meandering jet and changes in blocking frequencies [Francis and Vavrus, 2012], as well as with the negative phases of the Arctic Oscillation (AO) [Thompson and Wallace, 1998] and/or the North Atlantic Oscillation (NAO) and consequent weather impacts in the Euro-Atlantic region [Overland and Wang, 2010; Hopsch et al., 2012; Jaiser et al., 2012], although debate continues [Barnes, 2013; Screen et al., 2013; Barnes and Screen, 2015].

Lately, more attention has been given to stratosphere–troposphere coupling that potentially may link Arctic climate change to midlatitude climate [Sun et al., 2015; Nakamura et al., 2016; Wu and Smith, 2016]. The key question is whether Arctic sea-ice and/or snow anomalies sufficiently modulate atmospheric circulation aloft so as to enhance the upward propagation of planetary-scale waves, which is known to affect tropospheric circulation and surface weather [Baldwin and Dunkerton, 2001; Polvani and Waugh, 2004]. Observational evidence is emerging that the reduction in Arctic sea-ice, especially late-fall sea-ice anomalies in the Barents–Kara Sea, results in increased poleward eddy heat fluxes thus enhanced upward propagation of planetary-scale waves, weakening of the stratospheric polar vortex, and consequent surface impacts [Jaiser et al., 2013; Garcia-Serrano et al., 2015; King et al., 2015; Yang et al., 2016]. Numerical studies based on atmospheric general circulation model (AGCM) also show evidence for an active role of the stratosphere in the Arctic–midlatitudes climate
linkage; e.g., for snow anomalies [Fletcher et al., 2009; Peings et al., 2012] and sea-ice anomalies [Kim et al., 2014; Nakamura et al., 2015, herein N15; Jaiser et al., 2016]. There remain, however, questions regarding the strength of signals relative to natural variability [Mori et al., 2014], nonlinear atmospheric circulation responses from sensitivity to forcing regions in projected climate conditions [Sun et al., 2015], and the combined influence of sea-ice, snow cover, and sea surface temperature forcings [Cohen et al., 2014]. Moreover, previous studies have not studied detailed relationships between increased poleward eddy heat fluxes and upward propagating wave structure.

The aim of this study, which focuses on present climate conditions spanning the past three decades, is to better understand the temporal and spatial characteristics of the process that drives stratosphere–troposphere coupling, namely the poleward eddy heat flux associated with the reduction in Arctic sea-ice. To this end, we employ the linear decomposition scheme of Nishii et al. [2009] for the poleward eddy heat fluxes and examine individual temperature and meridional velocity fields for both reanalysis data and the simulation results.

2. Data and methodology

This study used the Hadley Centre Sea Ice and Sea Surface Temperature dataset version 1 (HadISST1) 1°-resolution sea ice concentration (SIC) dataset [Rayner et al., 2003] and the Japanese 55-year Reanalysis (JRA-55) at 1.25° horizontal resolution [Kobayashi et al., 2015] for the analysis period 1979–2015. For JRA-55, we first computed daily averaged data using the 6-hourly data. Then, JRA-55 atmospheric variables were linearly regressed on normalized SIC time series which was averaged over the Barents–Kara Sea (15–90°E, 70–85°N; see Supplementary Section S1 for sea-ice time series and an associated SIC anomaly pattern) after both reanalysis and SIC data were detrended. Having conducted an extensive lead–lag correlation analysis, we determined that the December SIC index should be adopted. This is
consistent with findings from other observational studies pointing out that late-fall to early-winter SIC anomalies are critical to atmospheric responses to Arctic sea-ice reduction [García-Serrano et al., 2015; King et al., 2015; N15]. The sign of the regression coefficients is reversed to focus on the atmospheric response to a reduced state of Arctic sea-ice.

We used data from the model simulations presented in N15, in which Arctic sea-ice loss sensitivity experiments were conducted using the AGCM for the Earth Simulator (AFES) [Ohfuchi et al., 2004]. The experiments consisted of a pair of model runs, each integrated over the same annual cycle repeatedly for 60 years using the same climatological forcings and boundary conditions except for Northern Hemisphere sea-ice. One run (CNTL) used SIC averaged over the high-sea-ice period of 1979–1983, and the other (NICE) used SIC averaged over the low-sea-ice period of 2005–2009. Both runs used the same SST values from the CNTL period. At grid-points where SIC fell below its value in the CNTL run, SST was set to the freezing point. Anomalies were defined by subtracting CNTL from NICE, and thus represent anomalous atmospheric conditions associated solely with the reduction in Arctic sea ice (see Supplementary Section S1 and N15 for further details of the experiments). In our companion paper [Jaiser et al., 2016], we show a high degree of consistency between the AFES simulation results and the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis data [Dee et al., 2011] in terms of the general characteristics of the stratosphere–troposphere link. In this study, we specifically focus on the changes in poleward eddy heat flux by a more detailed approach applied to the JRA-55 reanalysis data.

The poleward eddy heat flux is defined as $v^*T^*$, where $v$ and $T$ are meridional wind and air temperature, respectively, and the superscript * denotes deviation from the zonal mean. Poleward eddy heat flux is a key indicator of the upward propagation of planetary-scale waves,
as it is proportional to the vertical component of the Eliassen–Palm flux in the Transformed Eulerian Mean framework [Andrews and McIntyre, 1976]. We calculate daily poleward eddy heat flux for both reanalysis data and simulation results, after an 11-day running mean is applied to the temperature and meridional wind data. All daily anomalies in this study are computed using daily climatological values, which are the 60-year mean of the CNTL run in the AGCM simulations and the 36-year mean of the reanalysis data in the observation. Nishii et al. [2009] decomposed the observed poleward eddy heat flux into three terms. Following their scheme, we decompose poleward eddy heat flux anomalies simulated in the AGCM experiments as follows:

$$\left[ v*r*T* \right]_{NICE-CNTL} = \left[ v*c*T_c^a \right] + \left[ v*a*T_c^a \right] + \left[ v*a*T_a^c \right],$$

where the subscripts $c$ and $a$ denote the climatological mean and anomaly, respectively, and the square brackets denote a 60-year temporal average. We define the climatology as the 60-year mean of the high-sea-ice run (CNTL), and anomalies as differences between daily NICE data and CNTL climatology (NICE – CNTL). The first and second terms are referred to as the linear terms in temperature anomaly (LTa) and in meridional wind anomaly (LVa), respectively. They represent poleward eddy heat flux anomalies formed by interactions between the climatological planetary wave field and anomalous temperature and meridional wind fields, respectively. The last term is referred to as the non-linear (NL) term, which is from both anomalous fields (see Supplementary Section S2 for details). To evaluate statistical significance we applied the two-sided Student’s $t$-test.

3. Results and discussion

3.1 Wave–mean flow interaction
Figures 1a and 1b show the time evolution of AGCM daily-mean anomalies of zonal-mean zonal wind at 60°N, and poleward eddy heat flux averaged over 50–80°N at 100 hPa, respectively. Negative zonal wind anomalies first appear in the upper stratosphere in early January, and significant signals subsequently propagate downward to the surface level in late January and February (Figure 1a). An increase in poleward eddy heat flux in late December and January precedes the weakening of the polar vortex (Figure 1b). Quantitatively, the increase in the poleward eddy heat flux averaged over January is about 19% of its climatological (CNTL) value. When we compare these results with the coefficients from the regression of JRA-55 on the December Barents–Kara Sea SIC index, there is striking resemblance in features such as the increased poleward eddy heat flux in December and January (Figure 1e), and the weakened stratospheric polar vortex and subsequent downward-propagating signal (Figure 1d). Kim et al. [2014], N15, and King et al. [2015] each found similar results using slightly different methodologies on different datasets.

A question then arises as to whether there are any preferred locations for enhanced poleward eddy heat flux. There are indeed two centers of action in the poleward eddy heat flux climatology at the 100-hPa level (purple contours in Figures 1c and 1f). One is situated near the Barents–Kara Sea and the other over the Bering region, appearing consistently in both simulation and JRA-55 results. Note that we have used slightly different periods for the time averaging in each case (January for the simulations and December for JRA-55), which reflect the difference in their respective peak periods of poleward eddy heat flux (Figures 1b and 1e). It is straightforward to choose January for the simulations. In the reanalysis data, there are two peaks, December and January. We chose December as the analysis period because no statistically significant region appears in the January horizontal map (see Supplementary Section S3 for details).
Also shown are January-mean poleward eddy heat flux anomalies from the simulations (Figure 1c) and from the regression coefficients corresponding to one standard deviation of the December-mean Barents–Kara Sea SIC index (Figure 1f). For both simulations and reanalysis data, positive poleward eddy heat flux anomalies appear in eastern Eurasia and its vicinity (herein the eastern Eurasia (EE) region). In addition, there is an area located approximately south of the Barents–Kara Sea (herein the central Eurasia (CE) region) with significant positive poleward eddy heat flux anomalies (Figures 1c and 1f). This is part of a dipole pattern with an area of negative flux anomalies situated to the west. Comparing the location of this dipole pattern with respect to the climatological center, we note that the reduction in Arctic sea-ice leads to a shift and strengthening of the region of positive poleward eddy heat flux in CE.

3.2 Term-wise decomposition

Next, we analyze eddy heat fluxes in CE and EE by applying the decomposition scheme proposed by Nishii et al. [2009]. Figures 2a–c show maps of the linear and non-linear terms that contribute to poleward eddy heat flux anomalies at 100 hPa in January, from the model simulations. For the EE region (50–80°N, 140°E–160°W; marked in Figure 2a), the dominant contributor is LTa, which accounts for most of the January peak in poleward eddy heat flux (Figure 2d). In fact, the LTa term makes up 59% of the January-mean poleward eddy heat flux over the EE region, while the LVa and non-linear terms make up 22% and 19%, respectively.

In contrast, Figure 2e shows major contribution to the time series of eddy heat flux by the LVa term for the CE region (50–80°N, 50–90°E; marked in Figure 2b). The contributions from the LTa, LVa, and non-linear terms are 8%, 58%, and 34%, respectively. Figure 2b also displays a dipole pattern with a positive anomaly over the CE region with a paired negative anomaly to the west, as discussed above. We analyzed the JRA-55 data in a similar manner and found that the positive anomalies in poleward eddy heat flux in EE for the peak period of December are...
dominated by the LTa term, whereas those in CE are dominated by the LVa term (see Supplementary Section S4). Interestingly, percentage-wise contributions of the LTa and LVa terms computed from JRA-55 are 60% and 61%, respectively, for EE and CE, again showing highly consistent results with the simulations.

3.3 Coupling between temperature and wind fields

Recognizing the importance of the LTa and LVa terms to the 100-hPa poleward eddy heat flux anomalies in the EE and CE regions, respectively, we take a step further to examine how the temperature and meridional wind fields are coupled to produce the resulting LTa and LVa patterns. We consider the simulation results first. Note that the climatological temperature field has a clear wavenumber-1 pattern (Figure 3b; shading) and that there is a dipole pattern in the climatological meridional wind field over the Eastern Hemisphere (i.e., a negative anomaly centered over Scandinavia and a positive anomaly over eastern Siberia in Figure 3a, contours). Together, they constitute a climatological trough over Siberia at this level. The increase in the poleward eddy heat flux in the EE region is seen as resulting from coupling of the climatological southerly wind (contours in Figure 3a) with positive temperature anomalies (red shading in Figure 3a). In the CE region, eddy heat flux anomalies seen in Figure 1c are part of a wave train with three centers of action from the area west of the Iberian Peninsula. Similar tripole patterns are found both in LVa (Figure 2b, shading) and in meridional wind anomalies (Figure 3b, contours). These consistently present tripole patterns reveal that the increase in the poleward eddy heat flux in the CE region arises from coupling between negative meridional (northerly) wind anomalies and negative temperatures that are part of the climatological wavenumber-1 pattern (Figure 3b, shading).

Corresponding results from JRA-55 are generally in good agreement with those from the model simulations. For example, the wavenumber-1 pattern in the climatological
temperature field is clearly visible (Figure 3d). The wavenumber-1 and -2 patterns in the climatological meridional wind field are highly consistent between the AGCM results and JRA-55, although the latter shows a stronger negative anomaly centered over Siberia (Figure 3c). In the EE region, a positive temperature anomaly coupled to climatological southerly wind induces an increase in the poleward eddy heat flux. In the CE region, similarly to the simulations, the dipole in meridional wind anomalies (positive over Scandinavia and negative over CE in Figure 3d) is superimposed on the negative temperature region that is part of the climatological wavenumber-1 temperature field. There are, however, differences between the JRA-55 data and model results, especially in the anomalous temperatures and meridional winds over northeastern Canada and the North Atlantic (Figure 3), which require further examination. Nonetheless, the spatial characteristics of the meridional wind and temperature fields over the CE and EE regions are remarkably consistent between JRA-55 and the model results.
3.4 Synthesis

The above analysis reveals in a systematic way how the coupling of temperature and meridional wind leads to increases in poleward eddy heat fluxes at the 100 hPa level in the CE and EE regions, as represented by the linear terms. It is important to establish whether meridional wind and temperature anomalies in those two regions at the lower stratospheric level are dynamically linked with surface sea-ice variability and to identify the processes responsible. Figure 4a captures the basic features of atmospheric teleconnection associated with Arctic sea-ice reduction. Over the Barents–Kara Sea sector (approximately 30–90°E), positive anomalies of temperature (marked by A in Figure 4a) and positive anomalies of geopotential height (marked by B) appear in the troposphere as a result of the increased surface turbulent heating associated with sea-ice loss (see also figure 8 of N15 and figures 3a and 4 of Honda et al. [2009] for a detailed discussion). Since the wave activity flux is parallel to the group velocity of stationary Rossby wave packets [Takaya and Nakamura, 2001], Figure 4a indicates upward propagation of Rossby waves from the Barents–Kara Sea sector into a region of positive height anomaly in the stratosphere (marked by E in Figure 4a). Along this path, a wave train appears to be composed of two positive geopotential height anomalies, one over the Barents–Kara Sea sector in the troposphere which extends to the lower stratosphere, and the other over the longitudinal sector that includes the EE region in the stratosphere, with a negative geopotential height anomaly in between (marked by C).
The positive geopotential height anomalies marked by B is consistent with the dipole in the anomalous meridional wind field in the CE region at 100 hPa (Figure 3a). The stratospheric positive temperature anomaly, marked by D, with westward tilting structure and with a quarter wavelength shift with respect to the positive height anomaly (marked by E) is also consistent with the horizontal pattern of temperature anomalies in the EE region at 100 hPa (see Figure 3a). JRA-55 data show good agreement with the simulation results in terms of temporal and spatial characteristics of eddy heat flux anomalies, although the details are somewhat different; e.g., negative temperature anomalies in the upper stratosphere and negative geopotential height anomalies in the Western Hemisphere (Figure 4b). In the model experiments the vertical component of wave activity flux is nearly absent in the troposphere, except over the Barents–Kara region, even if we prescribe sea ice anomalies over the entire Northern Hemisphere (see Supplementary Section S5 for more details). The above results strongly suggest that stationary Rossby wave propagation from the Barents–Kara region is a major driver of the meridional wind and temperature anomalies, and associated increases in the poleward eddy heat fluxes in the CE and EE regions at the lower stratospheric level.

In Figures 4c and 4d it is clear that deviations from the respective zonal mean averages of geopotential height anomalies at 100 hPa, both in the simulation results and observed atmospheric variability that is linearly related to the December Barents–Kara SIC, modulate the wave structure in the lower stratosphere in such a way that a climatological trough over Siberia is deepened through the processes described above. Thus, the results show constructive linear wave interference on the planetary wave field [e.g., Fletcher and Kushner, 2011; Smith and Kushner, 2012], which arises from Arctic sea-ice loss under present climate conditions (see the discussion in Sun et al. [2015] in the context of projected sea-ice loss). It is notable that surface disturbance from a rather small region of the Barents–Kara Sea results in planetary-scale modulation of the stratospheric wave structure.
4. Conclusions

We have investigated how the spatial and temporal characteristics of poleward eddy heat flux, and therefore of the upward propagation of planetary waves, are modulated in response to the present-day reduction in Arctic sea-ice. Both the AGCM simulations and the reanalysis data reveal that the increased poleward eddy heat fluxes at the lower stratospheric level in the CE and EE regions result from Arctic sea-ice loss. These increases in the two regions are due to constructive coupling of the climatological planetary wave structure with anomalous meridional wind and temperature fields, respectively, which are dynamically linked through the propagation of stationary Rossby waves emanating from the Barents–Kara Sea region.

Previous studies have examined and characterized anomalous poleward eddy heat fluxes in the northern high latitudes in conjunction with different stratospheric conditions; e.g., with AO and the vortex strength [Polvani and Waugh, 2004; Garfinkel et al., 2010] or with stratospheric sudden warming events [Nishii et al., 2009]. In comparison, this study provides a detailed 3-dimensional picture of the way the recent Barents–Kara sea-ice loss has modified the poleward eddy heat flux field in the lower stratosphere and subsequently affects the stratospheric wave structure, which likely plays a key role in the Arctic–midlatitudes climate linkages under present climate conditions.
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Figure 1. AGCM differences (NICE – CNTL) in (a) a time–height cross-section of zonal-mean zonal wind at 60°N (shading; m s\(^{-1}\)), (b) a time series of 50–80°N mean poleward eddy heat flux at 100 hPa (K m s\(^{-1}\)), and (c) January-mean poleward eddy heat flux at 100 hPa (shading; K m s\(^{-1}\)). NICE reflects the light ice conditions of the 2005–2009 period whereas CNTL is for the heavy ice conditions of 1979–1984. Purple contours in (c) indicate climatological (CNTL) poleward eddy heat flux. Also shown are JRA-55 anomalies of detrended (d) a time–height cross-section of zonal-mean zonal wind at 60°N (shading; m s\(^{-1}\)), (e) a time series of 50–80°N mean poleward eddy heat flux at 100 hPa (K m s\(^{-1}\)), and (f) December mean poleward eddy heat flux at 100 hPa (shading; K m s\(^{-1}\)) for 1979–2015, regressed on the normalized December mean Barents–Kara (15–90°E, 70–85°N) SIC index. Note that the sign of the coefficients is reversed. Purple contours in (f) indicate the climatological poleward eddy heat flux. Horizontal axes in (a), (b), (d), and (e) indicate months. The solid (dashed) black lines in (a), (c), (d), and (f) indicate statistical significance at the 90% (95%) level. Circles in (b, e) indicate statistical significance at the 95% level.
Figure 2. January-mean decomposed poleward eddy heat flux (K m s\(^{-1}\)) anomalies (a) \(v^*T^*_a\) (LTa), (b) \(v^*_aT^*_c\) (LVa), and (c) \(v^*_aT^*_a\) (NL) at 100 hPa, from the AGCM simulations. The green boxes in (a, b) indicate the eastern Eurasia (50–80°N, 140°E–160°W) and central Eurasia (50–80°N, 50–90°E) regions, respectively. Black contours in (a-c) indicate statistical significance at the 95% level. Time series of area-averaged poleward eddy heat flux anomalies and the decomposed components of the anomalies are shown for the eastern Eurasia (d) and central Eurasia (e) regions. Black lines indicate poleward eddy heat flux anomalies, and blue, red and green lines indicate the LTa, LVa, and NL terms, respectively. Circles in (d, e) indicate statistical significance at the 95% level.
Figure 3. (a, c) Climatological meridional wind ($v_c^*$; contours; m s$^{-1}$) and anomalous temperature ($T_a^*$; shading; K), and (b, d) anomalous meridional wind ($v_a^*$; contours; m s$^{-1}$) and climatological temperature ($T_c^*$; shading; K), at 100 hPa from (a, b) January averaged AGCM results and (c, d) December averaged JRA-55 data.
Figure 4. (a) January-mean longitude–height cross-section at 60°N of AGCM differences (NICE–CNTL) in temperature (shading; K) and geopotential height (contours; m). Arrows indicate the zonal and vertical components of wave activity flux (m² s⁻²), as defined by Takaya and Nakamura [2001]. (b) As for (a), but from the JRA-55 data corresponding to one standard deviation of the December-averaged Barents–Kara SIC. For (a, b) the black lines are drawn for every 10 m and the dashed lines indicate negative values. 0 lines are omitted. Vectors are scaled by the reciprocal square root of the density and small vectors are not plotted. (c) Geopotential height anomalies (m) at 60°N from the respective zonal means of CNTL (black), NICE (green) and NICE – CNTL (red). (d) Climatology (black), regression coefficients (green) of geopotential height anomalies (m) at 60°N from their respective zonal means associated with one standard deviation of the December averaged Barents–Kara SIC index, and their sum (red).